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This Section
• In-sample error estimation

• Mallows’ Cp

• Akaike Information Criterion

• Covariance penalities

• Fixed -vs- random inputs

• Cross validation estimation

• Train/Test/Validate

• LOO

• K-fold

• Recent theoretical results
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Why this matters

• Error estimation
• training/apparent error is downward biased estimate

• want to understand performance of model on future data

• Hyperparameter selection
• how do we choose k and h from last section without relying on asymptotic
theory?

• may want hyperparameter tuned to non-standard loss for which no theory

• there will by more hyperparameters to come …

• Model selection
• we may want to choose among multiple fitted models
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What do we really need

Note:

• If we want to know our likely loss on future observations, we genuinely
require a method that will produce and unbiased estimate of the
generalisation error.

• But, if we are just selecting between models/hyperparameters, we simply
need a consistent estimator which correctly orders the performance.
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In-sample estimation

May approximate the total expected in-sample loss:

Err :=
n∑

i=1
EY | X=xi

[
L(Y, gf̂ (xi))

]
︸ ︷︷ ︸

Erri

with

err :=
n∑

i=1
L(yi, gf̂ (xi))︸ ︷︷ ︸

erri

Problem: downward biased estimate.

Write: Err = err + ω, where ω is optimism of apparent error.



Academy of PhD Training in Statistics: Statistical Machine Learning — Error Estimation and Model Selection

In-sample estimation

May approximate the total expected in-sample loss:

Err :=
n∑

i=1
EY | X=xi

[
L(Y, gf̂ (xi))

]
︸ ︷︷ ︸

Erri

with

err :=
n∑

i=1
L(yi, gf̂ (xi))︸ ︷︷ ︸

erri

Problem: downward biased estimate.

Write: Err = err + ω, where ω is optimism of apparent error.



Academy of PhD Training in Statistics: Statistical Machine Learning — Error Estimation and Model Selection

In-sample estimation

• Can we estimate ω̂ ≈ ω only with training data?

• If so, then could use approximation

Êrr = err + ω̂

for error estimation, hyperparameter tuning and model selection.
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Mallows’ Cp (Mallows, 1973)

• Standard linear regression;
• homoskedastic Normal errors;
• (Y | X = x) ∼ N(xT β, σ2);
• squared loss.

Then, Mallows’ Cp is,

Cp :=
∑

(yi − xT
i β̂)2

σ2 − n + 2d

Usual use: variable selection, with σ2 estimated from data.
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Cp and Err

Erri = EY | X=xi

[
L(Y, gf̂ (xi))

]
= EY | X=xi

[
(Y − xT

i β̂)2
]

=
(
xT

i β − xT
i β̂
)2

+ σ2

Mallows (1973) proved it is an unbiased estimator,

Cp ≈ σ−2∑(
xT

i β − xT
i β̂
)2

=⇒ σ2Cp ≈ Err − nσ2

=⇒ ω̂ ≈ 2dσ2
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Alternative definition

Above relation leads to an alternative form:

C̃p = err + 2dσ2

Note, C̃p = σ2(Cp + n), so minimised as by model, but C̃p is direct estimator of
total loss.
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General linear estimators

A linear estimation rule is any predictor of the form:

ŷ = My

where M does not depend on y.

eg ŷ = Xβ̂

= X
[
(XT X)−1XT y

]
=
[
X(XT X)−1XT

]
y

so M = X(XT X)−1XT for standard linear regression.
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eg ŷ = Xβ̂

= X
[
(XT X)−1XT y

]
=
[
X(XT X)−1XT

]
y

so M = X(XT X)−1XT for standard linear regression.



Academy of PhD Training in Statistics: Statistical Machine Learning — Error Estimation and Model Selection

Mallows’ for linear estimators

Mallows’ can be applied to any linear estimator (Efron, 2004),

ω̂i = 2σ2Mii

=⇒ Êrr = err + 2σ2 trace(M)

trace(M) is commonly referred to as the degrees of freedom (df) (Tibshirani, 2015).
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Other linear estimators

KNN: in-sample nearest neighbour prediction of all responses is ŷ = My, where

Mij =
{ 1

k if d(xi, xj) ≤ d(xi, x(k,xi))
0 otherwise

Nadaraya-Watson: in-sample N-W prediction of all responses is ŷ = My, where

Mij =
K
(

xi−xj

h

)
∑n

ℓ=1 K
(

xi−xℓ
h

)
Others: ridge regression, lasso, group lasso, and spline smoothing (Arlot and
Bach, 2009)
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Akaike Information Criterion (AIC)

Akaike (1972) extended concept of maximum likelihood by examining maximum
of expected log-likelihood. For each model, take MLE θ̂ and compute:

EX [log fX(X | θ̂)] =
∫

X
log fX(x | θ̂)dπX = −E

(
f̂(· | θ̂)

)
then choose model maximising this.

• equivalently minimising generalisation error for log-likelihood loss in full
probabilistic model;

• equivalently minimising Erri in fixed inputs case if model doesn’t specify
distribution on predictors.
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AIC

Equivalently, maximise

EX

[
log fX(X | θ̂)

πX(X)

]
=
∫

X
log fX(x | θ̂)

πX(x)
dπX

For us, this is −E
(
f̂(· | θ̂)

)
+ E (πX) … ie negative excess risk!

Akaike (1972) derives the AIC:

AIC = −2
(

n∑
i=1

log fX(xi | θ̂)
)

+ 2d

where d is the dimension of θ
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Relation to generalisation error

AIC is an estimator of the true generalisation error (Akaike, 1974):

AIC ≈ 2nE
[
E
(
f̂(· | θ̂)

)]
ie the optimism for a log-likelihood loss is approximately d.

Care in interpretation: full probabilistic model or fixed inputs?
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Model selection -vs- prediction

• For model selection, compute AIC for candidates and selection one with
smallest AIC.

• BUT, it will not asymptotically choose ‘true’ model!

• For prediction, does choose model which offers equivalent loss to the
smallest available!

• … what we want in machine learning!

• If you are doing scientific modelling, investigate Bayesian Information
Criterion (BIC)

• In ML we would not often expect our model to represent the data generating
process.
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General covariance penalties

Efron (1986) generalised framework for analysing optimism in the apparent error
by defining q-class of losses.

A loss is said to be a q-class loss if it can be written, for some concave function
q(µ) : Y → R, as

L(y, ŷ) = q(ŷ) + dq

dµ

∣∣∣∣
µ=ŷ

(y − ŷ) − q(y)
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q-class loss (square loss)

ŷ y

L(ŷ, y)
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Common q-losses

Many standard losses belong to the q-class:

• squared loss (shown in plot):

q(µ) = µ(1 − µ) =⇒ L(y, ŷ) = (y − ŷ)2

• 0-1 loss:
q(µ) = min{µ, 1 − µ} =⇒ L(y, ŷ) = 1{y ̸= ŷ}

• binary cross-entropy:

q(µ) = −µ log µ − (1 − µ) log(1 − µ) =⇒ L(y, p̂) = − log p̂y

For full details see Efron (1986).
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Optimisim Theorem (Efron, 2004)

Given a loss belonging to the q-class of losses, we have that,

E[Erri] = E[erri + ωi]

where
ωi = 2Cov(λ̂i, yi)

with
λ̂i = −1

2
dq

dµ

∣∣∣∣
µ=ŷi
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Example: square loss

q(µ) = µ(1 − µ) =⇒ L(y, ŷ) = (y − ŷ)2

=⇒ λ̂i = ŷi − 1
2

=⇒ ωi = 2Cov(ŷi, yi)

• if observation influences the value the model predicts for that observation,
optimism higher

• observation is highly influential of its own prediction, then overfitting is
likely

• calculation of ωi can be very difficult or intractable (and we don’t know true
distribution of Y … Bootstrap)
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Data splitting methods

Many methods are based on splitting the available data up, using only part for
model fitting.

New Notation

Full data,

D = Dn = ((x1, y1), . . . , (xn, yn))

Subset,

DI := {(xi, yi) : i ∈ I} where I ⊂ {1, . . . , n}
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Hold-out estimation (I)

Simplest approach and theoretical analysis easy!

Create partition,

• Training, DTr

• Testing, DTe

Where Tr ∩ Te = ∅ and Tr ∪ Te = {1, . . . , n}.

Êrrho = 1
|Te|

∑
i∈Te

L(yi, f̂(xi | DTr ))
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Hold-out estimation (II)

Êrrho is an unbiased estimate for the generalisation error:

E(f̂ | DTr ) = EXY

[
L(Y, f̂(X | DTr ))

]
with standard error

ŝ :=
√√√√ 1

|Te| − 1
∑
i∈Te

(
L(yi, f̂(xi | DTr )) − Êrrho

)2

Catch: Model often refitted to whole data for production
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Hold-out CI coverage

Is just a sample size adjustment needed? Sadly not (Bates et al., 2021):

ED|Tr |D|Te|

[
Êrrho

]
= ED|Tr |

 1
|Te|

∑
i∈Te

EXY

[
L(Yi, f̂(Xi | D|Tr|))

]
= ED|Tr |

[
EXY

[
L(Yi, f̂(Xi | D|Tr

|))
]]

= Ē|Tr|

ED|Tr |D|Te|

[
ŝ2
]

= ED|Tr |

[
Var

(
Êrrho | D|Tr|

)]
= Var

(
Êrrho

)
− Var

(
ED|Tr |

[
Êrrho | D|Tr|

])
law of total variance

= ⋆
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Êrrho | D|Tr|

)]
= Var

(
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Var
(
Êrrho

)
= ED|Tr |D|Te|

[(
Êrrho − Ē|Tr|

)2
]

= ED|Tr |D|Te|

[((
Êrrho − Ēn

)
+
(
Ēn − Ē|Tr|

))2
]

= ED|Tr |D|Te|

[(
Êrrho − Ēn

)2
]

+ 2
(
Ē|Tr| − Ēn

) (
Ēn − Ē|Tr|

)
+
(
Ēn − Ē|Tr|

)2

= ED|Tr |D|Te|

[(
Êrrho − Ēn

)2
]

−
(
Ēn − Ē|Tr|

)2

⋆ = ED|Tr |D|Te|

[(
Êrrho − Ēn

)2
]

−
(
Ēn − Ē|Tr|

)2

︸ ︷︷ ︸
sample size bias

−Var
(
E(f̂ | DTr )

)
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Ēn − Ē|Tr|

)2

= ED|Tr |D|Te|

[(
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Train/test/validate

Hold-out ok for error estimation … model selection/hyperparameter tuning?
Need a further split! Assume θ indexes models or is a hyperparameter.

Create partition,

• Training, DTr

• Validation, DV
• Testing, DTe

Where Tr ∩ Te = ∅, Tr ∩ V = ∅, Te ∩ V = ∅ and Tr ∪ V ∪ Te = {1, . . . , n}.

θ̂ = arg min
θ

1
|V|

∑
i∈V

L(yi, f̂θ(xi | DTr ))

Êrrte = 1
|Te|

∑
i∈Te

L(yi, f̂θ̂(xi | DTr ))
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Problems

X =











0.391 0.153

0.628 0.394

.

.

.
.
.
. · · ·

−1.556 2.421











<latexit sha1_base64="smzV9tB4r4SPmkfice6wgNdAS2Y=">AAAChXicbZFdb9MwFIadsC/CYIVxx421iooLFiVtWrYLxCRuuNykdavUVJXtOJ1Vx47sk4kqKv+Te34APwEnq4B9HMnyq+f18bFe01IKC1H00/OfbW3v7O49D17sv3x10Hn95srqyjA+ZlpqM6HEcikUH4MAySel4aSgkl/T5dfGv77lxgqtLmFV8llBFkrkghFwaN75kRYEbmheT9b4M04pXwhVl44Z8X0dROHgNMY9HIXxcOD2NHVo1D9p0eA0wT1H0ttMg23cv4K1wnnHcTgcjhzqh0m/uSlIucr+DZh3ulEYtYUfi3gjumhT5/PO7zTTrCq4AiaJtdM4KmFWEwOCSb4O0srykrAlWfCpk4oU3M7qNqc1fu9IhnNt3FKAW/p/R00Ka1cFdSebVOxDr4FPedMK8pNZLVRZAVfsblBeSQwaN6HjTBjOQK6cIMwI91bMboghDNzX3JtCtV4CofZj5l5XFaqNKH4YyGNx1Q/jJBxeJN2z3iasPfQOHaEPKEaf0Bn6hs7RGDH0ywu8Q++tv+sf+4k/ujvqe5ueQ3Sv/C9/AJrXueg=</latexit>

Xtr =







0.391 0.153

.

.

.
.
.
. · · ·

1.385 0.629







<latexit sha1_base64="725fCkE1roecA5INi0zsp8cImLE=">AAACfHicbZHbatwwEIZlp4fU6WHbXvZGdNtQaGvsbDaHi0KgN71MoZssrJZFlscbsbJkpHHIYvygpS/RJyiVnaVtkg4Ifcw/oxl+ZZWSDpPkexBu3bv/4OH2o2jn8ZOnzwbPX5w5U1sBE2GUsdOMO1BSwwQlKphWFniZKTjPVp87/fwSrJNGf8N1BfOSL7UspODoU4tBzUqOF1nRTNsFQ7jCBm1LP1GWwVLqpvKqlVdtlMSj45Tu0iROxyN/Mxaxy9yg6/gPiB68lsajo3FffrB37O+Igc7/vrYYDJM46YPehXQDQ7KJ08XgJ8uNqEvQKBR3bpYmFc4bblEKBW3EagcVFyu+hJlHzUtw86a3p6VvfSanhbH+aKR99t+OhpfOrcvMV3ZmuNtal/yfNquxOJo3Ulc1ghbXg4paUTS085rm0oJAtfbAhZV+VyouuOUC/Y/cmJIZs0KeuQ+5364udW9RetuQu3C2F6f78fjr/vBkd2PWNnlFXpN3JCWH5IR8IadkQgT5EQRBFOwEv8I34fvw43VpGGx6XpIbER78BpXFu1w=</latexit>

Xte =







−1.556 2.421

.

.

.
.
.
. · · ·

0.996 0.056







<latexit sha1_base64="Shp35g3q3xQK5RtK9P5V2EwqMNA=">AAACfXicbZHfa9swEMdl71fndlu2Pe5FLLTsoTN2SNb1YVDYyx47WNpAFIIsn1MRWTLSOTQY/6GD/RH7DzbZDdva7kDow33vdMdXWaWkwyT5HoQPHj56/GTvabR/8Oz5i8HLVxfO1FbAVBhl7CzjDpTUMEWJCmaVBV5mCi6z9edOv9yAddLob7itYFHylZaFFBx9ajnYsJLjVVY0s3bJEK6xQWjpJ8oyWEndVF618rqN3qfxZPKBHtFRPB6l/mYsYpvcoOv4D4gevJbEp6ddeRInfVvEQOd/n1sOhl7pg96HdAdDsovz5eAny42oS9AoFHduniYVLhpuUQoFbcRqBxUXa76CuUfNS3CLpvenpYc+k9PCWH800j77b0fDS+e2ZeYrOzfcXa1L/k+b11h8XDRSVzWCFjeDilpRNLQzm+bSgkC19cCFlX5XKq645QL9l9yakhmzRp6549xvV5e6tyi9a8h9uBjF6TiefB0Pz452Zu2RN+QteUdSckLOyBdyTqZEkB9BGOwHB8Gv8DA8DuOb0jDY9bwmtyI8+Q0R1LuL</latexit>

Xva =







0.628 0.394

.

.

.
.
.
. · · ·

−0.211 −0.729







<latexit sha1_base64="NpyPHeeSTd0jp6j4BCLzAsYLXrE=">AAACfnicbZHfbtMwFMadjD8jbFDgkhuLiooLFpJSWHcxaRI3uxwS3SrVVWU7TmfVsSP7pKyK8qBc8A48wpysYmzjSJZ/+r5j++gzK5V0kCS/gnDn0eMnT3efRc/39l+87L16fe5MZbmYcKOMnTLqhJJaTECCEtPSClowJS7Y6lvrX6yFddLoH7ApxbygSy1zySl4adH7SQoKlyyvp82CgLiCek0bfIwJE0up69K7Vl41URJ/HY7xACfx56OR3wmJyDoz4Fr+C7wD7x0k8TBNveThcHjkISJCZ7f3LXr9JE66wg8h3UIfbets0ftDMsOrQmjgijo3S5MS5jW1ILkSTUQqJ0rKV3QpZh41LYSb111ADX7vlQznxvqlAXfqvydqWji3KZjvbONw971W/J83qyAfz2upywqE5jcP5ZXCYHCbNs6kFRzUxgPlVvpZMb+klnLwf3LnFWbMCihzHzM/XVXoLqL0fiAP4XwYp6P4y/dR/2SwDWsXvUXv0AeUokN0gk7RGZogjn4HO8FesB+icBAehJ9uWsNge+YNulPh+BpxHbq6</latexit>

Fit models

Choose model/

pars

Final accuracy

estimate

Match splits with response y = (ytr, yte, yva).
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Problems

X =











0.391 0.153

0.628 0.394

.

.

.
.
.
. · · ·

−1.556 2.421











<latexit sha1_base64="smzV9tB4r4SPmkfice6wgNdAS2Y=">AAAChXicbZFdb9MwFIadsC/CYIVxx421iooLFiVtWrYLxCRuuNykdavUVJXtOJ1Vx47sk4kqKv+Te34APwEnq4B9HMnyq+f18bFe01IKC1H00/OfbW3v7O49D17sv3x10Hn95srqyjA+ZlpqM6HEcikUH4MAySel4aSgkl/T5dfGv77lxgqtLmFV8llBFkrkghFwaN75kRYEbmheT9b4M04pXwhVl44Z8X0dROHgNMY9HIXxcOD2NHVo1D9p0eA0wT1H0ttMg23cv4K1wnnHcTgcjhzqh0m/uSlIucr+DZh3ulEYtYUfi3gjumhT5/PO7zTTrCq4AiaJtdM4KmFWEwOCSb4O0srykrAlWfCpk4oU3M7qNqc1fu9IhnNt3FKAW/p/R00Ka1cFdSebVOxDr4FPedMK8pNZLVRZAVfsblBeSQwaN6HjTBjOQK6cIMwI91bMboghDNzX3JtCtV4CofZj5l5XFaqNKH4YyGNx1Q/jJBxeJN2z3iasPfQOHaEPKEaf0Bn6hs7RGDH0ywu8Q++tv+sf+4k/ujvqe5ueQ3Sv/C9/AJrXueg=</latexit>

Xtr =







0.391 0.153

.

.

.
.
.
. · · ·

1.385 0.629







<latexit sha1_base64="725fCkE1roecA5INi0zsp8cImLE=">AAACfHicbZHbatwwEIZlp4fU6WHbXvZGdNtQaGvsbDaHi0KgN71MoZssrJZFlscbsbJkpHHIYvygpS/RJyiVnaVtkg4Ifcw/oxl+ZZWSDpPkexBu3bv/4OH2o2jn8ZOnzwbPX5w5U1sBE2GUsdOMO1BSwwQlKphWFniZKTjPVp87/fwSrJNGf8N1BfOSL7UspODoU4tBzUqOF1nRTNsFQ7jCBm1LP1GWwVLqpvKqlVdtlMSj45Tu0iROxyN/Mxaxy9yg6/gPiB68lsajo3FffrB37O+Igc7/vrYYDJM46YPehXQDQ7KJ08XgJ8uNqEvQKBR3bpYmFc4bblEKBW3EagcVFyu+hJlHzUtw86a3p6VvfSanhbH+aKR99t+OhpfOrcvMV3ZmuNtal/yfNquxOJo3Ulc1ghbXg4paUTS085rm0oJAtfbAhZV+VyouuOUC/Y/cmJIZs0KeuQ+5364udW9RetuQu3C2F6f78fjr/vBkd2PWNnlFXpN3JCWH5IR8IadkQgT5EQRBFOwEv8I34fvw43VpGGx6XpIbER78BpXFu1w=</latexit>

Xte =







−1.556 2.421

.

.

.
.
.
. · · ·

0.996 0.056







<latexit sha1_base64="Shp35g3q3xQK5RtK9P5V2EwqMNA=">AAACfXicbZHfa9swEMdl71fndlu2Pe5FLLTsoTN2SNb1YVDYyx47WNpAFIIsn1MRWTLSOTQY/6GD/RH7DzbZDdva7kDow33vdMdXWaWkwyT5HoQPHj56/GTvabR/8Oz5i8HLVxfO1FbAVBhl7CzjDpTUMEWJCmaVBV5mCi6z9edOv9yAddLob7itYFHylZaFFBx9ajnYsJLjVVY0s3bJEK6xQWjpJ8oyWEndVF618rqN3qfxZPKBHtFRPB6l/mYsYpvcoOv4D4gevJbEp6ddeRInfVvEQOd/n1sOhl7pg96HdAdDsovz5eAny42oS9AoFHduniYVLhpuUQoFbcRqBxUXa76CuUfNS3CLpvenpYc+k9PCWH800j77b0fDS+e2ZeYrOzfcXa1L/k+b11h8XDRSVzWCFjeDilpRNLQzm+bSgkC19cCFlX5XKq645QL9l9yakhmzRp6549xvV5e6tyi9a8h9uBjF6TiefB0Pz452Zu2RN+QteUdSckLOyBdyTqZEkB9BGOwHB8Gv8DA8DuOb0jDY9bwmtyI8+Q0R1LuL</latexit>

Xva =







0.628 0.394

.

.

.
.
.
. · · ·

−0.211 −0.729







<latexit sha1_base64="NpyPHeeSTd0jp6j4BCLzAsYLXrE=">AAACfnicbZHfbtMwFMadjD8jbFDgkhuLiooLFpJSWHcxaRI3uxwS3SrVVWU7TmfVsSP7pKyK8qBc8A48wpysYmzjSJZ/+r5j++gzK5V0kCS/gnDn0eMnT3efRc/39l+87L16fe5MZbmYcKOMnTLqhJJaTECCEtPSClowJS7Y6lvrX6yFddLoH7ApxbygSy1zySl4adH7SQoKlyyvp82CgLiCek0bfIwJE0up69K7Vl41URJ/HY7xACfx56OR3wmJyDoz4Fr+C7wD7x0k8TBNveThcHjkISJCZ7f3LXr9JE66wg8h3UIfbets0ftDMsOrQmjgijo3S5MS5jW1ILkSTUQqJ0rKV3QpZh41LYSb111ADX7vlQznxvqlAXfqvydqWji3KZjvbONw971W/J83qyAfz2upywqE5jcP5ZXCYHCbNs6kFRzUxgPlVvpZMb+klnLwf3LnFWbMCihzHzM/XVXoLqL0fiAP4XwYp6P4y/dR/2SwDWsXvUXv0AeUokN0gk7RGZogjn4HO8FesB+icBAehJ9uWsNge+YNulPh+BpxHbq6</latexit>

Fit models

Choose model/

pars

Final accuracy

estimate

50% of data

25% of data

25% of data

Match splits with response y = (ytr, yte, yva).
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Train/test/validate problems

• Only some of the data is used in fitting, other parts never used during fit.

• Only some of data is used in evaluation (what if hard to predict observations
are by chance allocated to train/test/…)

• Again, the final error estimate will usually be conservative, since once the
best model is chosen we refit to the whole dataset and would expect slightly
improved results.

• If little data, possibly hybrid: use in-sample estimators to choose
hyperparameters and estimate error using hold-out
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Cross-validation

The “original” cross-validation is called Leave One Out (LOO).

• Splits I−i = {1, . . . , n} \ {i} for i ∈ {1, . . . , n}

• Total of n models fitted to each I−i

• Error for observation i assessed on model fitted to I−i

Overall,

Êrrloo = 1
n

n∑
i=1

L(yi, f̂(xi | DI−i))

But: computationally expensive, asymptotically equivalent to AIC.
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The “original” cross-validation is called Leave One Out (LOO).

• Splits I−i = {1, . . . , n} \ {i} for i ∈ {1, . . . , n}

• Total of n models fitted to each I−i

• Error for observation i assessed on model fitted to I−i

Overall,

Êrrloo = 1
n

n∑
i=1

L(yi, f̂(xi | DI−i))

But: computationally expensive, asymptotically equivalent to AIC.
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K-fold cross-validation

Arguably most popular form of cross validation.

Partition data into K equally sized disjoint parts, I1, . . . , IK with

Ii ∩ Ij = ∅ ∀ i ̸= j, and
K⋃

i=1
Ii = {1, . . . , n}

each fold having |Ij | = n
K observations.

(for simplicity, assume K divides n)



Academy of PhD Training in Statistics: Statistical Machine Learning — Error Estimation and Model Selection

K-fold cross-validation setup

K-fold cross validation splits data into k equally sized groups, called ‘folds’:

X =











0.391 0.153

0.628 0.394

.

.

.
.
.
. · · ·

−1.556 2.421











<latexit sha1_base64="smzV9tB4r4SPmkfice6wgNdAS2Y=">AAAChXicbZFdb9MwFIadsC/CYIVxx421iooLFiVtWrYLxCRuuNykdavUVJXtOJ1Vx47sk4kqKv+Te34APwEnq4B9HMnyq+f18bFe01IKC1H00/OfbW3v7O49D17sv3x10Hn95srqyjA+ZlpqM6HEcikUH4MAySel4aSgkl/T5dfGv77lxgqtLmFV8llBFkrkghFwaN75kRYEbmheT9b4M04pXwhVl44Z8X0dROHgNMY9HIXxcO D2NHVo1D9p0eA0wT1H0ttMg23cv4K1wnnHcTgcjhzqh0m/uSlIucr+DZh3ulEYtYUfi3gjumhT5/PO7zTTrCq4AiaJtdM4KmFWEwOCSb4O0srykrAlWfCpk4oU3M7qNqc1fu9IhnNt3FKAW/p/R00Ka1cFdSebVOxDr4FPedMK8pNZLVRZAVfsblBeSQwaN6HjTBjOQK6cIMwI91bMboghDNzX3JtCtV4CofZj5l5XFaqNKH4YyGNx1Q/jJBxeJN2z3iasPfQOHaEPKEaf0Bn6hs7RGDH0ywu8Q++tv+sf+4k/ujvqe5ueQ3Sv/C9/AJrXueg=</latexit>

X1 =







0.391 0.153

.

.

.
.
.
. · · ·

1.385 0.629







<latexit sha1_base64="9fSm1Bxdxrvre6o1zLkoul0qF8Y=">AAACdHicbZFNaxsxEIa1m6ZNtl9ue0wPIiYhh7Ks4rhNDoFALz2mUCcGrzGSVusI62ORZkPN4l/ZU/9FT4Heqt2YtvkYEHp4Z0YzvGKVkh6y7GcUbzzZfPpsazt5/uLlq9e9N28vvK0dFyNulXVjRr1Q0ogRSFBiXDlBNVPiki0+t/nLa+G8tOYbLCsx1XRuZCk5hSDNejrXFK5Y2YxXM4JPcc7EXJqmCqqT31dJlg5OCN7HWUqGg3DneZJfFxZ8y3+BdxByJB0cD7vyj4cn4U5yYYp/r816/SzNusAPgayhj9ZxPuv9ygvLay0McEW9n5CsgmlDHUiuxCrJay8qyhd0LiYBDdXCT5vOlhXeC0qBS+vCMYA79f+Ohmrvl5qFytYEfz/Xio/lJjWUx9NGmqoGYfjtoLJWGCxuPcaFdIKDWgag3MmwK+ZX1FEO4SfuTGHWLoAy/6EI29XadBaR+4Y8hIvDlBylw69H/bP9tVlbaAftogNE0Cd0hr6gczRCHP1Av6M42ohu4vdxP967LY2jdc87dCfi9A+3Ybg9</latexit>

X2 =







−1.556 2.421

.

.

.
.
.
. · · ·

0.996 0.056







<latexit sha1_base64="NLqBP+P0krwTPR/sWwKIWSDiG0I=">AAACdXicbZHPb9MwFMedbMAIv8o4IiSLwsQBsqRqBzsgTeLCcUh0q9RUle28dFYdO7JfJqqo/yUX/gtuSJxwQgRs40mWP/p+37Otr3mlpMMk+RaEO7u3bt/Zuxvdu//g4aPB4/0zZ2orYCqMMnbGmQMlNUxRooJZZYGVXME5X39o/fNLsE4a/Rk3FSxKttKykIKhl5YDnZUML3jRzLbLEX1PMw4rqZvKq1Z+2UZv0ngyOaIHdBSPR6nfsyzKLnODruU/IDrwXhIfH7ftSZx0Y1EGOv973HIw9E5X9CakPQxJX6fLwfcsN6IuQaNQzLl5mlS4aJhFKRRso6x2UDGxZiuYe9SsBLdouly29KVXcloY65dG2qn/TjSsdG5Tct/ZpuCue634P29eY/Fu0Uhd1Qha/L6oqBVFQ9uQaS4tCFQbD0xY6d9KxQWzTKD/iiu3cGPWyLh7nfvX1aXuIkqvB3ITzkZxOo4nn8bDk4M+rD3ylDwnr0hK3pIT8pGckikR5Cv5GewEu8GP8Fn4Iux7w6CfeUKuVHj4C0vXuHo=</latexit>

Xk =







0.628 0.394

.

.

.
.
.
. · · ·

−0.211 −0.729







<latexit sha1_base64="FWV7ijjV5MIJ/kT+NxGfNeMwCs0=">AAACdnicbZFNa9wwEIZlJ2lTJ2037bFQRJd8HFojbzZNcigEeskxgW6ysF4WSR5vxMqSkeSQxezPzKH/osdCL5WdpfnqgNDDOzOa4RUrpbCOkJ9BuLK69uLl+qtoY/P1m7edrXcXVleGw4Brqc2QUQtSKBg44SQMSwO0YBIu2ex7k7+8BmOFVj/cvIRxQadK5IJT56VJR6cFdVcsr4eLyQx/wymDqVB16VUjbhYRib/2jvAOJvH+cd/faRql15l2tuF/wFvwuS8k7iWJlzwc9o49RCmo7P69SadLYtIGfg7JErpoGWeTzq8007wqQDkuqbWjhJRuXFPjBJewiNLKQkn5jE5h5FHRAuy4bo1Z4G2vZDjXxh/lcKs+7KhpYe28YL6yscE+zTXi/3KjyuVH41qosnKg+N2gvJLYady4jDNhgDs590C5EX5XzK+oodz5v3g0hWk9c5TZz5nfripUa1Hy1JDncNGLk358cN7vnuwszVpHH9AntIcSdIhO0Ck6QwPE0S36E6wGa8Hv8GO4He7elYbBsuc9ehQh+QtFXrjj</latexit>

.

.

.

<latexit sha1_base64="CxiJbnO24W66NtmHaUUwWGb0bAs=">AAACC3icbVBLSgNBFOyJvxh/UZduBoPiQsKMRHQZcOMygvlAMoSenk7Spj9D95tAGHIEwa1ew5249RDewiPYSWZhEgsaiqr3eNUVxpwZ8LxvJ7e2vrG5ld8u7Ozu7R8UD48aRiWa0DpRXOlWiA3lTNI6MOC0FWuKRchpMxzeTf3miGrDlHyEcUwDgfuS9RjBYKVGZxQpMN1iySt7M7irxM9ICWWodYs/nUiRRFAJhGNj2r4XQ5BiDYxwOil0EkNjTIa4T9uWSiyoCdJZ2ol7ZpXI7SltnwR3pv7dSLEwZixCOykwDMyyNxX/89oJ9G6DlMk4ASrJ/FAv4S4od/p1N2KaEuBjSzDRzGZ1yQBrTMAWtHAlVGoIODSXkU2XCDkp2Ir85UJWSeOq7FfK1w+VUvU8KyuPTtApukA+ukFVdI9qqI4IekIv6BW9Oc/Ou/PhfM5Hc062c4wW4Hz9AmVTm8w=</latexit>

fold 1

fold 2

fold k
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Cross-validation folds

K times we: fit on green folds, evaluate error on the held out yellow fold.

fold 1 fold 2 fold 3 fold k

fold 1 fold 2 fold 3 fold k

fold 1 fold 2 fold 3 fold k

fold 1 fold 2 fold 3 fold k
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Choice of K

• K = n (ie LOO)

• has the lowest bias, since each model is almost the same as the full data model!

• but has very high variance since all models are so highly correlated with each
other (mean of correlated variables has higher variance)

• K = 2

• has high bias, for the same reason as train/test/validate

• lower variance, as models have no data dependent correlation

K = 5 and K = 10 are common choices in the wild.

CAUTION! Time series, hidden ordering and concept drift all require careful
attention.
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• has the lowest bias, since each model is almost the same as the full data model!

• but has very high variance since all models are so highly correlated with each
other (mean of correlated variables has higher variance)

• K = 2

• has high bias, for the same reason as train/test/validate

• lower variance, as models have no data dependent correlation

K = 5 and K = 10 are common choices in the wild.

CAUTION! Time series, hidden ordering and concept drift all require careful
attention.
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Theory

• Wager (2020): Cross-validation is,
• asymptotically consistent in identifying the better performing of two models,

• biased estimate of generalisation error.

• Bates et al. (2021): Cross-validation is,
• more closely estimating expected (prediction) error, Ēn(·)

• but, confidence intervals calibrated to include E(f̂ | D), can be constructed
using nested cross validation
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• more closely estimating expected (prediction) error, Ēn(·)
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Theory

• Wager (2020): Cross-validation is,
• asymptotically consistent in identifying the better performing of two models,

• biased estimate of generalisation error.

• Bates et al. (2021): Cross-validation is,
• more closely estimating expected (prediction) error, Ēn(·)

• but, confidence intervals calibrated to include E(f̂ | D), can be constructed
using nested cross validation



Academy of PhD Training in Statistics: Statistical Machine Learning — Error Estimation and Model Selection

Bootstrap

You have covered in previous APTS, so we just provide definition (and a little
more in notes):

Consider data set D = ((x1, y1), . . . , (xn, yn)) and a statistic S(·) one wishes to
estimate.

To construct a bootstrap estimate of the confidence interval of the statistic S(·),
draw B new samples of size n with replacement from D, D⋆1, . . . , D⋆B and compute:

V̂ar(S(D)) = 1
B − 1

B∑
b=1

(
S(D⋆b) − S̄⋆

)2

where S̄⋆ = 1
B

∑B
b=1 S(D⋆b).
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