Data Science and Statistical Computing

Tutorial 5, Week 10 Solutions
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The first integral is trivially e®. For the second integral, you can either use a simple symmetry argument,
or, to plough through the calculus directly we could use the substitution w = —2 = du = —dz and
limitsu = —-0=0tou = —=z,

/ exp(—z)dz = —/ exp(u)du = —e"| =1-¢e"
0 0

Therefore,

- — ifz<o0
Fa)y=32 _,
1—-— ifz>0
The generalised inverse is thus,
- log(2 ifu<i
iy - 1o it <}
—log(2 = 2u) ifu> 3

Hence, to inverse sample a standard Laplace random variable we would generate U ~ Unif(0, 1) and
compute F~1(U) per above.
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We require ¢ < oo such that

1
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Both pdfs are symmetric about zero, so this is equivalent to:
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exp (—IQ) < gexp(—|x|) Ve eR
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\/%exp (—2> < Sop(-x) Yre o)

In other words, we require:



/2 ( z? >
c= sup —exp|——+=x
z€[0,00) ™ 2

As x — oo, the —z2 /2 dominates the +z, so the exponential term tends to zero and we can see there is
no problem in the tail.

Now,
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By inspection, d/dx = 0 <= z = 1 and at this point d?/dz? < 0 confirming this is a maximum. Hence,

2 1
c=14/—exp| =) ~1.3155
T 2

The following graph shows the standard Laplace distribution scaled by cin red, with the standard normal
in black, confirming that c satisfies the inequality.
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1. Set a « FALSE
2. While a is FALSE,

i. Generate U; ~ Unif(0,1)



ii. Compute

N~ Do

X - log(2U7) ifU, <
] —log(2—2U4) ifU; >

which generates a proposal from the standard Laplace distribution.
iii. Generate U, ~ Unif(0,1)
1 2 X?
< z - 4x
U2 = 1315 \/;eXp( 7 T |>

iv. If
3. Return X as a sample from N(0, 1).

then set ¢ +— TRUE
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By Lemma 5.1, the expected number of iterations of the rejection sampler required to produce a sample
is given by ¢, so since here ¢ ~ 1.3155 < 1.521 we would favour using the standard Laplace distribution
as a proposal. The Cauchy proposal would require (1.521/1.3155 — 1) % =~ 15.6% more iterations to
produce any given number of standard Normal simulations.
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By kindergarden rules of probability,

Pla<X <bNnX <z

PX <zla<X<b)= Pla < X <b)

Pla< X <bNX <ux)
F(b) — F(a)

Taking the numerator separately,

0 ifx<a

= F(z)—F(a) ifa<z<b

F()—F(a) ifz>b

Therefore,
0 ifr<a
_ ) F(zx)—F(a) .
PX<z|la<X<bh)= <zx<
( | ) F) = Fla) ifa<z<b
1 ife >0



(b)

We simply want to find the generalised inverse of the cdf we just derived. So if U ~ Unif(0, 1), then we
solve for X in:

_F(X) - Fla)
VT FR R
= F(X)=U(F(b)— F(a)) + F(a)
— X =p1 (U(F(b) ~ F(a)) + F(a))
©
For an Exponential distribution, F'(z) = 1 — e~** and therefore F~!(u) = —A~1log(1 — u).

Truncating to X € [I,00) = a = 1,b = oo, thus F(a) =1 — e~*, F(b) = 1 and so the inverse sampler
is:

d

Notice that the inverse sampler for the Exponential distribution truncated to [1, co) is simply 1 + ( —
A~tlog(1 — U)) ... in other words, inverse sample a standard Exponential and add 1!

This agrees with the well-known memoryless property of the Exponential distribution.

Note: obviously for other distributions it will not be so simple, this is a very special property of Expo-
nential random variables.
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